Application of neural network to quantitative structure
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ABSTRACT

Artificial neural network (NN) was constructed and trained for the prediction of the anti-human
immunodeficiency virus (anti-HIV) activity for 26 flavonoid compounds based on quantitative structure-
activity relationship method (QSAR). For different models, The network, inputs were selected by the
stepwise multiple linear regressions technique (MLR) by using Codessa program. NN based obtained
results lead to statistical results in good agreement with the literature data. They put in evidence the
importance of the molecular hydrophobicity, electronegativity and atomic charges on some key atoms
in modelling flavonoid compounds’ behaviour by means of QSAR approach. Nonlinear NN models are
shown to give better results with good predictive anti-HIV activity than linear ones.
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INTRODUCTION

Flavonoids are characterized by a common
2-phenyl-benzopyran-4-one basic structure and
constitute one of the largest groups of naturally
occurring compounds (Figure 1)¹. These
compounds have been reported to display a variety
of biochemical properties including antioxidant²,
antimicrobial and pharmaceutical activities³⁴. They
are also used as anti-inflammatory, antiviral,
antiallergic, antibiotic, and anticarcinogenic
compounds⁵. One of the most interesting biological
properties of flavonoids is their ability to inhibit
human immunodeficiency virus (HIV) transcriptase
and HIV replication⁶.

The diversity in molecular architecture for
flavonoid compounds has made possible the
development of different quantitative structure-
activity relationships (QSAR), allowing the
identification of molecular parameters responsible
for their biological and physicochemical properties⁷.

To understand the chemical mechanisms
associated with the biochemical effect of flavonoid,
various QSAR studies have been employed to
research statistical relationships between molecular
structure-derived parameters and the anti-HIV
properties of flavonoids⁸⁻¹¹.

Anti-HIV activity for 26 flavonoid
compounds¹², has been yet investigated in statistical
analysis, by Multiple Linear Regression (MLR)
method. The best regression equation obtained by
these authors was based on the following descriptors: electronegativity ($X$), atomic charge on atom C7 and CLogP$^{12,13}$.

In the present work, we preceded by a MLR study of 26 flavonoid compounds by CODESSA Pro$^{14}$ and we compare our results MLR with those obtained by literature$^{12}$. Thereafter, we will apply the Neuron Networks (NN) for a set of 26 flavonoid compounds by selecting a wide diversity of descriptors, the principal goal of the current work is:

To provide an application of NN to the structure-anti-HIV activity relationships of flavonoid compounds.

To compare the results obtained by the NN to those given, by multiple linear regression (MLR) and literature [12].

RESULTS AND DISCUSSION

Quantitative structure–activity relationships (QSAR) can be used to correlate structural or property “descriptors” of molecular compounds with activities. Physicochemical descriptors, which may include parameters to account for hydrophobicity, electronic properties, and steric effects, can be determined empirically or by computational methods. In the present work, several structural and physicochemical descriptors were used to characterise the studied flavonoid derivatives.

Compounds’ structures were drawn using Chem-3D molecular package$^{15}$. The molecular geometry’s were optimized using DFT/RB3LYP (restricted B3LYP) quantum chemical calculations.
with the 6-31G* basis set method using Gaussian 03 [16] program package. The resulting geometry was transferred into CODESSA program14 which can calculate more than 400 different classes of descriptors dispatched on constitutional, topological, geometrical, electrostatic, quantum chemical and thermodynamic molecular descriptor types.

**CODESSA Pro program**14, 17-20 **is used in the 26 flavonoid compounds MLR study**

The Heuristic code Codessa program allowed the selection of three descriptors presenting the best correlation. These molecular descriptors were used as an input basis for three-layered NN (Neural Networks). Thus, descriptors and correlations are ranked according to the values of the F-test and the correlation coefficient. Starting with the top descriptor from the list, two-parameter correlations are calculated. In the following steps new descriptors are added one-by-one until the pre-selected number of descriptors in the model is achieved.

The final result is a list of the 10 best models according to the values of the F-test and correlation coefficient. The quality of the correlation is tested by the coefficient regression ($R^2$), the Fisher ratio values (F), and the standard deviation ($s^2$)19. The stability of the models was evaluated against the cross-validated coefficient, $R^2_{cv}$, which describes the stability of an obtained regression equation by focusing on the sensitivity of the model to the elimination of any single data point.

### Table 1: Correlation descriptors matrix for model 1

<table>
<thead>
<tr>
<th></th>
<th>logP</th>
<th>Des1</th>
<th>Des2</th>
</tr>
</thead>
<tbody>
<tr>
<td>logP</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Des1</td>
<td>-0.2151</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>Des2</td>
<td>-0.6981</td>
<td>0.3776</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

For the determination of the maximum descriptor number’s, ‘breaking point’ method was used. The variation of the standard deviation ($s^2$), correlation coefficient ($R^2$) and the cross-validation ($R^2_{CV}$) according to the number of Descriptors was shown in figure 2. The analysis of this curve shows that the break (intersection of two lines) for the coefficient of correlation is carried out for n=3. Therefore, the maximum descriptor numbers is 3 for all work.

### Table 2: The anti-HIV activity predicted for test set by using eq.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mol25</td>
<td>3.4800</td>
<td>3.6922</td>
<td>0.2122</td>
<td>3.860</td>
<td>0.380</td>
</tr>
<tr>
<td>mol26</td>
<td>3.4620</td>
<td>3.8106</td>
<td>0.3486</td>
<td>3.877</td>
<td>0.415</td>
</tr>
</tbody>
</table>

### Table 3 : Correlation descriptor matrix for model 2

<table>
<thead>
<tr>
<th></th>
<th>logP</th>
<th>C7</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>logP</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C7</td>
<td>0.1309</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>0.2144</td>
<td>0.0192</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

### Table 4: The anti-HIV activity predicted for test set by using eq.2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mol25</td>
<td>3.4800</td>
<td>3.8602</td>
<td>0.3802</td>
<td>3.860</td>
<td>0.380</td>
</tr>
<tr>
<td>mol26</td>
<td>3.4620</td>
<td>3.8774</td>
<td>0.4154</td>
<td>3.877</td>
<td>0.415</td>
</tr>
</tbody>
</table>
Multiple Linear Regression (MLR) Analysis

In a preliminary analysis, using all 24 molecules (1-24), the results indicated compound 23 to be an outlier. It is common practice in QSAR studies to omit outlier in the spirit of exploratory data analysis\textsuperscript{12}. The following models were obtained:

\[
\log \left( \frac{1}{EC_{50}} \right) = 1.04 + 0.07 \text{ClogP} + 3.23 \text{Des}_1 - 0.002 \text{Des}_2 \quad \ldots (\text{eq.1})
\]

\[R^2 = 0.8159 \quad F = 28.06 \quad s^2 = 0.0651 \quad R^2_{CV} = 0.7098\]

In previous equation ClogP is logarithm of partition coefficient, Des1 is maximum of partial charge for a Hydrogen atom, Des2 is (ESP-PNSA) partial negative surface area. The squared correlation coefficient, \(R^2\), is a measure of the fit of the regression model; \(R^2_{CV}\) is the cross-validation correlation coefficient, \(F\) the Fisher test, reflects the ratio of the variance explained by the model and variance due to error in the model, high values of \(F\)-test indicate the significance of the equation.

We obtained the correlation matrix between calculated descriptors (Table 1). The CODESSA Program considers correlated variables that acquire correlation coefficient above 0.8. The correlation matrix shows that the descriptors are independent. The fit of the first model (eq.1) is shown in Fig. 3.

![Fig. 4: Calculated Activity according to the experimental values for model 2(eq.3)](image)

![Fig. 5: The connection of different layer in this study](image)
In order to test heuristics method capacity to select the same descriptors suggested by literature\textsuperscript{12} we inject their descriptor, such us electronic affinities (EA), electronegativity (\(\phi\)), and charge on some key atoms such us C6, C7, C8, O11, and, Clogp in our equation. We obtain the following model:

\[
\log(1/EC_{50}) = 0.77 + 0.042 \text{ClogP} + 0.24 \text{C7} - 0.21 \text{X}
\]

\text{eq.2}

\[R^2 = 0.86 \quad F=37.75 \quad s^2=0.049 \quad R^2_{\text{CV}} = 0.7780\]

The residual values indicate that the compound 2 to be an outlier. The matrix of inter correlation shows that the descriptors selected are quite independent (Table 3). In Figure 4, calculated activities according to the experimental values by eq.2 are shown.

Accordingly to the found results, it's shown that the most significant descriptors in the anti-HIV activity of the flavonoid compounds studied are ClogP is measure of hydrophobicity; molecules with large value of ClogP have better transport through membranes, the electronegativity (X) and charge on atom 7.

For this part of the results obtained, it's can be observed that, the MLR method application to flavonoid compounds studied gave the same descriptors found by the authors of the refereed article commodity such as they were quoted, thus we found the same statistical criteria values. With regard to the prediction of the models found one observes a good prediction for model 1 (Table 2). The prediction of model 2 is the same one found by the authors (Table 4).

### Table 5: Statistical Results of different NN architecture and of MLR analysis

<table>
<thead>
<tr>
<th>Architecture</th>
<th>(R^2)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-2-1</td>
<td>0.944561</td>
<td>0.124974</td>
</tr>
<tr>
<td>3-3-1</td>
<td>0.946716</td>
<td>0.122521</td>
</tr>
<tr>
<td>3-4-1</td>
<td>0.955541</td>
<td>0.111917</td>
</tr>
<tr>
<td>MLR (Codessa)</td>
<td>0.856300</td>
<td>0.221359</td>
</tr>
<tr>
<td>Literature MLR [12]</td>
<td>0.860000</td>
<td>/</td>
</tr>
</tbody>
</table>

### Table 6: Predictive ability of NN using leave-one-out procedure

<table>
<thead>
<tr>
<th>Architecture</th>
<th>(R^2_{\text{CV}})</th>
<th>Sep</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-2-1</td>
<td>0.837199</td>
<td>0.214162</td>
</tr>
<tr>
<td>3-3-1</td>
<td>0.699333</td>
<td>0.291043</td>
</tr>
<tr>
<td>3-4-1</td>
<td>0.662959</td>
<td>0.308145</td>
</tr>
<tr>
<td>MLR (Codessa)</td>
<td>0.7780</td>
<td>0.2012</td>
</tr>
<tr>
<td>Literature MLR [12]</td>
<td>0.80</td>
<td>0.45</td>
</tr>
</tbody>
</table>

**Neural Network Analysis**

NN are artificial systems emulating the function of the brain where a very high number of information processing neurons are interconnected. While there are a number of different NN models\textsuperscript{21}, the most frequently used type of NN in QSAR, and the one we shall use in this paper, is the three-layered feed-forward network. In this type of networks, the neurons are arranged in layers (an input layer, one hidden layer and an output layer), each neuron in any layer is fully connected with the neurons of a succeeding layer and no connections are between neurons belonging to the same layer. According to the supervised learning adopted in this work, the networks are taught by giving them examples of input patterns and the corresponding target outputs. Through an iterative process, the connection weights are modified until the network gives the desired results for the training set of data. A back-propagation (BP) algorithm\textsuperscript{21} is used to minimize the error function. Neurons are connected together in layers to form the NN (Fig. 5). Typical networks have an input layer with a bias neuron, a hidden layer with another bias neuron and an output layer. The information is presented to the input layer of the network. The response of the network is coded by the output layer. The hidden layer allows the network to develop complex relationships between its input and output neurons for the training set presented. The number of neurons in the input and output layers is equal to the molecular descriptors and responses studied, respectively. The number of neurons in the hidden layer can vary, depending on the application of the network\textsuperscript{22, 23}. 
In the following step, we used the three descriptors selected in model 2 for building a three-layered NN employing BP learning strategy. These three neurons constitute the input layer and describe the three variables chosen by the MLR analysis and strengthened by NN. One neuron, which encodes the anti-HIV activity, constitutes the output layer and the hidden layer contains a variable number of neurons.

Training Stage
In our case a three layered NN was used. Three neurons constitute the input layer and describe the three variables chosen by the MLR analysis and strengthened by NN. One neuron, which encodes the anti-HIV activity, constitutes the output layer and the hidden layer contains a variable number of neurons.

In this work, the number of the hidden neurons was varied from two to four in order. A bias term was added to the input and the hidden layers. The input values were normalized to [0.1 - 0.9] interval. The sigmoid function was used as the transformation function and the delta rule as the error correction formula. The weights were initialized to random values between –0.5 and +0.5 and no momentum were added. The learning rate was initially set to 1 and was gradually decreased during training. ABP algorithm implemented in C language was developed.22,23

Three NN architectures were then trained. The optimal number of iterations required was 10000 iterations22,23. The results of QSAR done by these NN architectures and by MLR analysis are listed in Table 5. The quality of the fitting is estimated by the standard error of calculation (S) and by the correlation coefficient ($R^2$).

From Table 5 one can easily notice that all NN architectures trained show high fitting ability. The high correlation coefficients given by the trained NN architectures indicate that the log(1/EC50) activity is significantly correlated with the three variables adopted in this work.

It is noteworthy that the results of the NN analysis. Usually, for QSAR containing non-linear relationships NN put up better performances than MLR [24]. This provides evidence for the non-linearity of the relationship between the structural features of flavonoid compounds and anti-HIV activity.

Prediction stage
It is obvious that medicinal chemists take a keen interest in the design of new drugs. What is needed is a system that is able to provide reasonable predictions for the compounds that are previously unknown. Indeed, one of the most important attributes of NN is their ability to generalize25 that is their ability to make predictions on new data with accuracy similar to that with the training set. Besides, NN are known for their ability to model a wide set of functions without knowing the analytic forms in advance. After training, The NN is initiated to recognize the relationship between input and output data and creates an internal model as a governing data process. The NN can then use this internal model to make predictions for new inputs.

After determining the range of hidden neurons giving a good computation, the most important predictive aspect of NNS was studied: the prediction of the anti-HIV activity of new molecules. To determine that predictive aspect, leave-one –out procedure26 has been used. In this procedure one compound is removed from the data set, the network is trained with the remaining compounds and used to predict the discarded compound. The process is repeated in turn for each compound in the data set. The analysis of predictive ability was carried out in terms of both predictive $r^2$ and standard error of prediction SEP.

The results obtained are presented in table 6. The 3-2-1 NN architecture exhibits a good predictive performance. Besides, its fitting ability seems satisfying. The ability to generalize being the most important criterion, therefore the 3-2-1 NN architecture is well adapted to relate anti-HIV-1 activity of flavonoid compounds to their structural requirements, and then it is adopted for the analyses that will follow.
CONCLUSION

This article is a complete work of molecular modelling, giving all the stages of the application of the MLR and NN in anti-VIH fields QSAR of the flavonoid compounds. Indeed, the application of these methods on the 26 flavonoid compounds gives:

- The same results found in the literature concerning the importance of hydrophobic parameter, the electronegativity (X) and charge on atom 7.
- Comparison of the correlation models obtained by MLR and NN, it can be seen that the performance of NN is better than of the results obtained by the literature.
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